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Abstract
‘lkis paper presents heuristic methods for motion planning
in dynamic cnvironrncnts,  based  on t}lc concept of Veloc-
ity Obstacle (VO).  Representing the moving obstacles by
their VO defines the set of safe velocities for all avoidance
ma.ncuvcrs.  Selecting any velocity in that set allows to gmr-
crate trajectories that ensure that the moving robot dots
not collide with t}ic static and moving obstacles, reach the
goal, and possibly rninimizc  motion time.  In this paper we
dcmonsirate  two heuristic strategies: 1. sclcctirrg  the max-
imum velocity along  the line to the target, and 2. selecting
the maximum feasible velocity within a spccificd  angle from
the straight line to the target. ltxarnplcs  are presented that
demonstrate the usc of these heuristics for planning the mo-
tions of an intelligent vehicle moving from the fast lane  to
the exit ramp. ‘1’hc heuristic trajectories are compared to
the trajectories computed with a global search.

1 Introduction

We consider the problem of motion p]anning for a robot

(mobile robot or intelligent vehicle) moving in dynamic
environments, populated with stationary and moving
obstacles. g’he objectives of the motion plans are to
avoid collision with the stationary and tJIc moving ob-
stacles, reach a desired goal, and minimize motion time,
while respecting robot’s dynamics. l’;xamplcs of such
environments include: multiple-robot assembly, assem-
bly of parts moving on conveyor belts,  intelligent vc-
hic]cs  traveling on smart highways, and airspace sur-
rounding airports.

Motion planning in dynamic environments is signif-
icantly difl’crcnt from, and considerably more difflc.ult
than, the widely studied static prob]cm,  Motion plan-
ning in static environments can be guaranteed to find
a solution  that meets  the desired goals if one exists,
whereas motion planning in dynamic environments is
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intractable [1 1]. ]n other  words, it is not possible to
guarantee the survival of tllc robot, let alone ensure
that it reaches its destination. ‘1’hc objectives of mo-
tion planning in truly dynamic environments arc there-
fore first to survive, and then to acco~np]ish as many
of the other goals, such as reaching the destination and
minimizing lnotion  time, as possible.

Motion planning has been an area of’ cxtcnsivc  re-
search in rcccnt  years, focusing mostJy on the kine-
matic motions of single robots in static environments.
‘1’his problcm,  known as the l’iano Movers’ ProlIlem,
was shown to bc solvable in polyno~nial  time [1 I]. A
practical geometric rcprcscntation  of the static problem
was devc]opcd  by introducing the conccI)t  of Con~igti-
ration Space Obstacles [9]. A few planning methods
were devclopccf  based on this representation, of whicl]
the two notable ones arc the visibility  graph [8], and the
r-oadmap  [1].

A practical implementation of an approach similar
to tllc  roadm ap was developed in [13] for two dcgrcc-
of-frccdo~o  manipulators using analytical rcprcscnta-
tions  of the configuration space obstacles. in [2], the
col]ision-free trajectory is found in the position-time
space, which is a time extension of the configuration
space. in [7], the planning problcm  is decomposed into
two phases: first, a path is sclcctcd to avoid the static
obstacles; then, the velocity profile along that, path is
sclectcd to avoid the moving obstacles. In [4], a COL
lision jroni  is used to rcpr-esent the locus of the colli-
sion points between the robot, and the Inoving obs~aclc.
An extension of the obstacle avoidance ~)roblcm  is the
avoidance of obstacles in minimum time.  l’his  is cs-
scntia]ly  an optilnal  control problem, which requires
the consideration of robot dynamics and actuator con-
straints [12], [6]. Planning in dynamic environments
has also been addressed by the theory of differential
games which deals with the computation of trajccto-
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rics in state space,  under dynamic constraints [5].
III this paper wc focus on using heuristics that are

based on the physical behavior of the robot and the

environment,. This approach utilizes the concept of the
Velocity Obstacle (VO) [3] that maps the obstacles
to the robot’s velocity space. The advantages of the
velocity obstacle are multi-fold: 1. it facilitates an cffl-
cicnt geometric representation of all possible maneuvers
that would avoid the moving obstacle, 2. any number
of moving obstacles can be avoided by considering the
union of their VO’S)  3. it unifies the consideration of
moving as well as stationary obstacles, 4. it allows for
the simple consideration of dynamic constraints, and
5. at any given tirnc,  it reduces the motion planning
problem to a static problem.

Figure 1: F;xamplc of l)ynamic l’environment

Since, by definition, the time evolution of the dy-
namic environment is unknown, the approach to the
motion planning problem is naturally heuristic. ‘1’hc
geometric representation of all possible avoidance ma-
neuvers permits the cfTicicnt selection of those rnancu-
vcrs that in addition to avoiding collisions, may help
accomplish lower priority goals. For example, select-
ing robot speeds to point toward the final point would
guarantee that it reaches its destination. Similarly, se-
lecting  the highest feasible speeds would generally rc-
ducc motion time. q’bus, heuristics based on this rcprc-
scntation  ensure that robot motions arc not only safe,
but also dynamically feasible and near-time optimal.

III this paper we first review the concept of velocity
obstacles and then present two heuristics, the first con-
sisting of selecting the maximum velocity directed to
the target, and the second consisting of selecting the
maximum feasible velocity within a cone centered at

the target. WC delnonstratc  the usc of these heuristics
to the problem of intelligent vehicles moving from the
fast lane to the exit ramp on a s[nart  highway. ‘J’lICSC
solutions are then compared to the ones found by a
global search over a tree that represents the time evo-
lution  of discrete points in the safe velocity set.

2 Velocity Obstacles and Safe
Velocity Sets

‘J’he approach proposed for trajectory planning parti-
tions the robot velocity space into two complementary
sets. ~’he first one is ihc velocity ohstaclc  consisting of
all the velocities causing a collision bctwccn the robot
and the obstactcs,  I’hc second one is the safe velocity
set consisting of the velocities that avoid the collisions
and also satisfy dynamic constraints. III this section wc
briefly summarize the main features and construction
?nct]lod of these two sets,

We consider a deterministic cnvironlncnt,  in which
obstacles move at spccificd  known speeds. ‘1’hc objcc-
tivc c)f the planner is to compute a trajectory (path and
speed) for the moving robot that accomplishes the fol-
lowing goals: avoid static and moving obstacles, reach
a desired destination, and minimize motion time to the
destination.

‘1’0  account for possible unceriaintics  that may JJre-
vcnt the robot from accomplishing all the above goals
[1 O], wc choose heuristics that, first ensure the robot
survival in the dynamic environment, and only tllcn at-
tempt to accomplish the remaining goals. Key to this
approach is thus the computation of avoidance maneu-
vers, which arc based on the velocity obsfaclc.

‘J’hc  velocity obstacle provides a graphic rcprcscnta-
tion of the velocity constraints i~nposed by stationary
and lnoving obstacle. ‘J’hc velocity obstacle extends the
concept of tllc configuration space obsiaclcs to tl)c ve-
locity space of dynamic environments.

‘lo introduce the velocity ol)staclc,  wc consider
two disks, A and II, moving with arbitrary constant
speeds on straight line trajectories, as shown in l“ig-
ure 1. l)isk A is the robot, and disk D is the obst,ac]c.
‘J’hc four dimensional state space of A ancl 11 is vi-
sualized in a two dimensional space, by attaching the
velocity vector to their centers, as shown in Figure 1.
‘J’o dctcrlnine  whether there exists a potential collision
bctwccn the object and the obstacle, wc first rcJ~rcscnt
the configuration  space obstacle of II by reducing A to
the l)oint A and growing II by the radius of A to Ih.
‘J’hen, wc consider fi stationary and ~ Inoving at t}ic
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relative velocity VA,JJ = VA — VB. ‘J1hc motion of A
occurs on the rc]ativc imtjcctory ~r~A,fJ defined as:

.
irjA,I)  ={(X(t), i(i)) lX(t~)= X~, k(i~)=vA,IJ}  (1)

A collision will occur between ~ and D ifthc rcla-
tivchajcctory t?’~A,~] intersects 13andifbothkccpthc
same vc]oci~ics. l]y usi~lg VA,~  as aparamcter,  wc can
define the set of colliding trajectories forming the Rcl-
ai~uc Co~h$~oll  Cone CCA,~~

CCA)II = {t?’jA,I;  I trjA,Il n h + 0} (2)

‘J’hc cone is the planar scctqr  wit! apex in ~, bounded
by thctwo tangents from A to 13. Anyrclativcvcloc-
ity of A, vA,}j, rcmainingwithin CCA,lJ,  is guaranteed,
over time, to cause a collision between A and Il.

‘]’hc  relative collision cone defines indirectly the
set of colliding absolute velocities, v,4. This set can
be spccificd by defining the A bsoluic  Collision 12’one,
C CA, which is the set of absolute velocities, VA, caus-
ing a collision between A and El. ‘1’hc absolute collisio~l
cone is obtained by translating the relative collision
cone by the vector Vn [3]. ‘1’hus A will collide with
II if the tip of VA is inside the cone CCA. Figure  2
shows the absolute collision cone for disks A and Il.
l“or t,hc case shown, A will collide with II since the tip
of vector VA is inside the velocity obstacle CCA. Note
that the absolute velocity cone of a stationary obstacle
is identical to its rwlaiivc  velocity cone.

te
y Cone

ration

]“igurc 2: Construction of the velocity Obstacle VOIj

Acceleration constraints, computed from robot dy-
namics, can be imposed easily by limiting the magni-
tude and direction changes of VA, as shown in Figure  2.
‘J’hc limits on the change in m~gnitude  of VA arc rcprc-
scnted by circles centered at A. ‘1’hc  direction change
limits are represented by the lines M and N. !l’hcsc

dynamic constraints bound the Feasible Velocity set
FVA(t)  of A .

‘l’he Velocity Obstacle VOJI  of A due to 11 is dc-
JIncd as the intersection of the abso]ui,c  c.o]lision cone
C CA (to) with the feasible velocity set. ‘1’hc set dif-
ference bctwccn VOIj  and I? VA, is the Safe Vc!locity
set, SVA, shown as the grcy areas in Figure  2. ‘J1his  set
consists of all the velocities satisfying both kinc~natic
and dynamic constraints,

loach velocity v; whose tip is inside the safe VCIOC-

ity set SVA defines a collision avoiding maneuver at
time to:

(II(t)  n A(t

‘J’hc avoidance ma

~ ~) i f  (v~(~o) ~ &$’vA(~o)).  (3)

cuvcr is guaranteed to avoid the ob-
stacle Ll if II maintains its current direction and speed.
Selecting the velocity v; to be on the boundaries of the
velocity obstacle VOIj(to) would result in A grazing D.
Selecting v: away from these boundaries would ensure
some safety margin bctwccn A and II. ‘J’hcsc margins
may accoun{ for uncertainties about the exact size of
II, or its exact velocity.

‘lb avoid several moving obstacles, v~ must be out-
side the union of their velocity obstacles, forming a
Multiple Velocity Obstacle (MVO). In this case,
tl)c safe velocity set consists of all tl)c velocity vec-
tors whose tip is inside the set diffcrcncc of F VA a n d
MVO.

Hy observing the l)osition of the safe velocity set
with respect to tllc absolut,c  collision cone, it is pos-
sible to dctcrminc  how disk A would avoid disk 11.
We define the front side of disk D as the sc~ni-circle
in the direction of 13’s ~notion, and its rear side as t,hc
other semi-circle. We define a front  avoidance maneu-
ver when A passes ill front of II and a rear avoidance
when A passes behind 11. Front and rear avoidance
maneuvers arc bounded by those maneuvers grazing
II, respectively, on its front side and on its rear side.
‘J1lIC grazing maneuvers corrcsl)ond to the safe veloci-
ties whose tip coinsidcs with on a side of the absolute
cone of Il. If the tip of the velocity vector is located in
the vicinity of the front,  or of the rear side of the ab-
solute velocity cone, then t,he corresponding maneuver
will be, respectively, a front or a rear avoidance Ina-
Jlcuvcr. ]’Tor  example, vc]oci~y VA, show]]  iI] ~igurc!  2,
corresponds to a rear avoidance maneuver, since its tip
is located near the side of the abso]utc  velocity COIIC
corresponding to the rear side of disk B.
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3 Heuristic Planning

We have used the safe velocity sets to develop heuristics
for selecting LIIC avoidance velocities that guarantee the
survival of the moving robot in the dynamic environ-
ment.  Since not  all velocities within a safe set point
to the direction of the goal, the selection of an avoid-
ance velocity reaching the goal must trc further refined.
Wc proposed two methods: the first selects the high-
est safe velocity along the line to the goal, as shown in
Figure 3-a, and the second selects the maximum safe
velocity within some specified angle from the line to
the goal, as shown in Figure 3-b. Wc will denote the
first strategy TG (to goal) and the second one MV
(maxilnum  vclOcityj.

*

,.:::; :;:. -~
. . . . . . . . . . . .

.

a

I

b

Figure 3: a: ‘1’G strategy. b: MV strategy

‘J’his approac]l generates one-step maneuvers that

guaraniec  the survival of the robot if the obstacles
maintain their current velocities. It may bc necessary
to rccomputc  the maneuver in order to reach a spcc.ific
target or to react to a change in the velocities of the
moving obstacles.

‘J’hc trajectory resulting from these heuristics arc
conservative, since every trajectory segment is itself a
safe trajcct,ory  over an infirritc time horizon. ‘1’his is
also a drawback of this approach, since it cxcludcs  fca.-
siblc trajectories W11OSC  velocities arc outside the safe
Sets .

An a]tcrnativc to heuristic planning is to perform a
global  search for the fastest avoidance maneuvers over
all trajectories reaching the goal. ‘J’o allow a globs]
sca.rch,  the safe sets were discretizcd at specified time
int,crvals, as shown in Figure 4. ~lris Figure ShOWS  a
node at time to and its corresponding discrctizcd  safe
velocity set. The node is expanded by sclcctiug,  for cx-
a~nplc, the two velocities shown, resulting in two differ-
ent positions and safe velocity sets at time t] = tO+-Ai.
In each of these sets, onc velocity is showJI as a pos-
sildc expansion of the nodes to the next time interval.
Repeating this expansion for each velocity in every dis-
crctizcd  sa.fc set results in a tree that expands at con-

Rasible  Veloeit y Position
Set at to at t]

Position
at ~

at t]

P’. .
Figure 4: ‘Jkcc rcprcscntation  for the global search

stant time intcrva]s.  A search over this tree allows to
select the fastest trajectory reaching the goal,

4 Examples

Wc applied the proposed strategies to plan the motions
of an intclligcut, vehicle moving from the fast ]anc to the
exit ramp, while avoiding vchic]cs  2 and 3 in the slower
]ancs, as shown in ligurc 5. Also shown in I’igure 5 is
the trajectory computed with the ‘J’G heuristics. Along
this trajectory, vchic]c  1 slows down and lets vehic]c  3
pass, and then speeds up towards the exit,  behind vchi-
clc 2. ‘1’hc total motion time for this trajectory is 5.8s.

I Exit

Figure 5: ‘1’rajcctory  with tllc ‘1’G strategy (At  = .25s)

The solution computed with the MV hcrrristics  is
shown in E’igurc 6. Along this trajectory, vchic]c  I
speeds up and passes in front of both vehic]cs  3 and 2.
‘]’hc total motior~ time along this trajectory is 3.9s.
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Figure  6: ‘Jkajeclory  wit,h MV strategy (At  = IS)

]n the case of Figure 6, the MV heuristics was suc-
cessful to reach the goal, but this is not guaranteed,
‘J’o improve the chances of reaching the goal, it may be
useful to combine the llG and MV heuristics by select-
ing t,hc “J’G velocity if it exceeds so]ne minimum limit
and the M V velocity otherwise.

‘1’he  trajectory computed using both MV and “1’G
strategies is shown in Figure 7. Along this trajectory,
vehicle 1 first speeds up to pass vehicle 3, then slows
dowl]  to let vehicle 2 pass on, and then speeds up again
towards tile goal. ‘J’he motion time for this trajectory
is 5.6s. ‘J’his trajectory was cornputcd  by using the MV
heuristics for O < t < 2 and t,hc ‘JIG heuristics after-
wards.

uE-

l’igure  7: ‘l Yajectory with ‘J’G,MV  strategies (A-1  = 1s)

3aE3
‘Ileuristi:s At(s) to t a l  t ime  ( s )

‘J’able 1: Summary of trajectory parameters

the darker lines, represent the safe velocity sets of ve-
hicle 1 at that sIJccific  time. III this case, the line to
the goal intersects the safe velocity set A, ‘1’his  implies
that, at this point, we could usc either the ‘J’G or the
MV heuristic.

—

. . . . . . . . ,. ,. . . . . . . .

CC3 :

/

—

Figure  8: Safe velocity sets

‘J’hc ‘J’G heuristic would c.hoosc  the velocity along
that line, and compute the trajectory shown in l’ig-
ure 7. ‘J’l]e  MV heuristics would select a larger velocity
in set B, pointil]g  at some angle from the straight, line
to the goal, and compute the trajectory shown in ll’ig-
ure 6. In this case, the MV heuristics would result in
a faster trajectory.

IIy observing the safe velocity set shown  in Figure 8,
it is possible to dct,crminc how each mancwvcr would
avoid vchic]cs  2 and 3. ‘1’hc safe set, A, is bound by
the front side of the absolute cone of vehicle 3 (CC3),
and by the rear side of the absolute cone of vehicle 2
(CC2).  ‘J’bus, the velocities in set A corrcsl)ond to the
front avoidance of vchiclc 3 and to the rear avoidance
of velliclc 2. “1’hc velocities in set D correspond to the
front avoidance of both vehicles 2 and 3. Recognizing

Figure 8 shows the absolute cones of vehicle 2 and front aud rear lna.ncuvcrs  allows the planner to choose
3 at time i = 2s of’ the trajectory shown in I’igure 7. conservative and risky avoidance maneuvers. in this
Also shown as a dashed line, is the straight line from example, vehic]c 2 may represent a big truck. It might
vchiclc 1 to the goal. l)olygons  A and 13, bounded by be therefore safer to avoid ve}liclc 2 by passing behind
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it, as shown in ]“igure  7, rather than pass in the front,
as shown in Figure 6.

● ‘J1he trajec~ory  in Figure 9 was computed try a global
search,  expanded to 6s with At = 1s, ‘l’he motion
Lilne for this trajectory is 5.4s. For this example, the
motion time was not better than the heuristic trajec-
tories, probably clue to the low resolution used in the
discretization  of the safe velocity sets. A summary of
the parameters for the various trajectories is shown in
‘l’able 1.

[

I Exit

Figure 9: lkajcctory computed with global scarcll

5 Conclusion

We developed two heuristic strategies for trajectory
planning in a dynamic environment based on the con-
cept  of Velocity Obstacle. I’he first selects the highest
avoidance velocity in the direction to the goal (TG)
and the second selects the highest, vclocit,y  within a
prescribed cone towards the goal (M V). Both strate-
gies attempt to satisfy a hierarchy of goals, whose first
objective is to guarantee the survival of the robot then
to reach a t,argct point and, lastly, to minimize motion
time. IIoth strategies ensure the robot’s safety, but
they do not, guarantee the satisfaction of the higher
ICVC1  objectives. ‘1’hcse  heuristics were demonstrated
for a vehicle moving from the fast lane to the exit ramp
while avoiding two vehicles moving in the other lanes.
in the case shown, the MV heuristics resulted in faster
and riskier trajectory than the trajectory computed by
the “1’G  heuristics. ‘] ’hese strategies have the potential
of providing useful and efflcicnt planning heuristics for
the autolnatic control of intelligent vehic]cs  lnoving on
smart highways.
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